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Abstract. An underlying problem of current interface agent research is
the failure to adequately address e�ective and e�cient knowledge repre-

sentations and associated methodologies suitable for modeling the users'

interactions with the system. These user models lack the representational
complexity to manage the uncertainty and dynamics involved in predict-

ing user intent and modeling user behavior. A utility theory-based ap-

proach is presented for e�ective user intent prediction by incorporating
the ability to explicitly model users' goals, the uncertainty in the users'

intent in pursuing these goals, and the dynamics of users' behavior. We

present an interface agent architecture, CIaA, that incorporates our ap-
proach and discuss the integration of CIaA with three disparate domains

| a probabilistic expert system shell, a natural language input database

query system, and a virtual space plane |that are being used as test
beds for our interface agent research.

Keywords: cognitive modeling, uncertainty, knowledge representation

1 Introduction

As computers have become common place in the business work force and at
home, researchers and the software industry have become painfully aware of the
need to help users perform their every day tasks. To that end, research continues
into interface or \personal assistant" agents. The purpose of these agents is to
reduce information overload by collaborating with the user, performing tasks
on the users behalf [28]. Examples of interface agents include o�ce assistance
agents, such as e-mail, scheduling, and �nancial portfolio management agents [28,
38], tutor and coach agents [11,12], and character-based assistants for word
processors, spreadsheets, and presentation software, such as the O�ce Assistants
found in the Microsoft's O�ce 97 software [20].



The remainder of this paper is organized as follows: The motivation and
background information for our current research e�orts is provided in Section 2.
Section 2.1 briey outlines requirements we believe interface agents must meet,
metrics to measure those requirements, and a methodology for determining if an
agent is meeting those requirements. In Section 3, we discuss our utility theory-
based approach to o�ering assistance to a user in an environment. Section 4
describes three of the environments we are using as test beds for our research. In
Section 5, we discuss research related to our work. Finally, we discuss some per-
tainent issues, and drawing conclusions from our research and showing promising
areas for future research.

2 Background

Shifting responsibility for �nal design decisions from the initial software devel-
opers to the users or to people who are closer to the users has long been realized
as a desirable goal for software systems. This approach has been central to the
research performed by the human-computer interaction (HCI) community. Cus-
tomizable systems allow end users to adjust a system to their speci�c needs and
tasks. These adjustments can be as simple as allowing a user to choose from
predetermined alternatives to providing users a way to alter the system itself.
Adaptive interfaces are one customization technique, but one where the user
is not in complete control. Adaptations are typically done either via statisti-
cal averages of users' actions or dynamic user models (see Baeker, et. al [2] for
examples of systems utilizing both approaches). We feel statistical approaches
fail to adequately model a user's intent. In particular, situation-action pairs [27]
ignore the correlation between actions (i.e., behaviors) and the goals being pur-
sued. Situations are matched with a single action to perform given the situation.
However, in many situations, a user may perform a series of actions to accompilsh
some higher level goal. Simple situation-action pairs can not model situation-
goal-actions.

Maes [27] discusses the basic problems Arti�cial Intelligence researchers have
with adaptive autonomous agents, of which interface agents are a subset. The

two basic problems are the following:

� Action selection| what to do next given time-varying goals?

� Learning from experience| how to improve performance over time?

To address the problem of action selection, interface agents must be capable of
determining which goal the user is pursuing so the interface agent can determine
what to do next. Since the purpose of interface agents is to o�er bene�cial
assistance to the user, it is important to have a keen understanding of the goals
the user is pursuing over time. We use the term user intent to denote the actions
a user intends to perform in pursuit of his/her goal. Therefore, for an interface
agent to be able to assist the user in pursuing those goals, the agent must be
capable of ascribing user intent.



With respects to the action selection problem stated by Maes, we present a
utility theory-based approach for user modeling. Our approach determines what
is important to model in the domain. Our knowledge representation captures an
explicit representation of users' goals within the domain, with associated metrics
to determine when a user is pursuing those goals and how to o�er assistance,
and allows an agent to predict the user's intent. By infusing utility theory into
our approach, we can not only determine the probability that assistance should
be o�ered on the user's behalf, but also the utility of o�ering this assistance.
Determining when and how to o�er assistance is paramount to providing timely,
bene�cial assistance to the user.

To address the problem of learning from experience, we must determine what
to improve over time. What should we learn from past experiences? Ascription
of user intent is inherently uncertain. Due to the simple fact most environments
where interface agents are utilized are very dynamic and not static, user models
must be capable of adapting over time to better model the user with the domain.
Due to space constraints, we can not fully address this problem here; the problem
of learning from experience is addressed elsewhere [5, 10].

2.1 Interface Agent Development

We believe it is a necessity to �rst develop concrete, measurable requirements
and then use these metrics to determine the e�ectiveness of an interface agent
within an environment. We levy the following requirements on our agent: adap-
tivity | \the ability to modify an internal representation of the environment
through sensing of the environment in order to change future sensing, acting,
and reacting for the purpose of determining user intent and improving assis-
tance", autonomy | \the ability to sense, act, and react over time within
an environment without direct intervention", collaboration| \the ability to
communicate with other agents, including the user, to pursue the goal of o�ering
assistance to the user", and robustness | \the ability to degrade assistance
gracefully." We have developed an associated set of requirement metrics to mea-
sure the e�ectiveness of the interface agent in meeting these requirements. For
example, the precision metric measures the interface agent's ability to accurately
suggest assistance to the user. We de�ne our precision metric as

Mprecision ,
number of correct suggestions

number of suggestions
: (1)

Details on the requirement metrics set may be found elsewhere [10].

3 Utility Theory-Based User Models

The elicitation, speci�cation, design, and maintenance of an accurate cognitive
user model of the user is necessary for e�ective ascription of user intent. The
driving goal of our research is to develop a comprehensive software engineering,
knowledge engineering, and knowledge acquisition methodology for Symbiotic



Information Reasoning and Decision Support (SIRDS) [5]. SIRDS requires the
development of an adaptive, intelligent, learning human computer interface. In-
telligent agents are a key aspect of SIRDS; they perform information fusion,
analysis, and abstraction, as well as deriving information requirements and con-
trolling information display.

User modeling is concerned with how to represent the user's knowledge and
interaction within a system to adapt those systems to the needs of users. Re-
searchers from the �elds of arti�cial intelligence, human-computer interaction,
psychology, and education have all investigated ways to construct, maintain,
and exploit user models. The bene�t of utilizing a dynamic user model within
a system is to allow that system to adapt over time to a speci�c user's prefer-
ences, workow, goals, disabilities, etc. To realize this bene�t, the user model
must e�ectively represent the user's knowledge and intent within the domain to
accurately predict how to adapt the system.

Unfortunately, ascribing user intent is made di�cult because many times
users do not follow pre-planned goals. They perform actions that can be ascribed
to one plan, and other actions that can be ascribed to another plan. As a result,
observing a user's actions in an attempt to predict intention to those actions can
be next to impossible. One way of avoiding this is to observe only the most recent
actions [16]. A fading function is used to \forget" past actions. Not only does
the fading function have the advantage focusing attention on the most recent
actions making prediction of user intent in certain domains (e.g., web browsing)
easier, but it has the side e�ect of reducing the complexity of reasoning over
all the past actions to determine a user's intent. Another way to handle this
problem is to introduce uncertainty into the model. Jameson describes how a
causal planning model can be used to construct Bayesian networks [24]. The
networks are constructed based on the observable events within each phase of
the model.

One failing of purely statistical approaches is their inability to determine
the utility of o�ering assistance for an action. We are interested in not only
o�ering assistance based on what is probable, but assistance that is bene�cial
for the user. Utility theory is concerned with the problem of making informed
decisions, taking into account all preferences and factors a�ecting the decisions,
and assessing the utility of all the outcomes of our decisions. Utility theory
has been used in such diverse domains as graphics rendering [22], display of
information for time-critical decision making [21], prioritization of repairs [8],
and categorization [23].

3.1 Approach

Brown, et al. state that to ascribe user intent, we must identify the salient
characteristics of our domain environment and speci�cally determine goals a user
is trying to achieve and the actions to achieve those goals [10]. Social scientists
use intentions (as determined by surveying subjects) to measure possible future
behaviors (i.e., actions) [31]. That is, what a user says they intend to do is
indicative of what they really might do. They note intentions do not necessarily



translate into action. Brown, et al., on the other hand, observe behavior (and
other environmental events), in an attempt to predict a user's intent so as to
predict future behavior.

This approach is based on the belief that what a user intends to do in an
environment is the result of environmental stimuli (i.e., events) occurring in the
environment, and by the goals they are trying to obtain as a reaction to stimuli.
These goals can be explicit (e.g., landing an aircraft) or implicit (e.g., reduce
work load). To achieve a goal, a user must perform certain actions to achieve
the goal. Goals can be composed of multiple actions, with many pre- and post-
conditions. Pre-conditions include directly observable events in the environment
(e.g., the plane is going to crash) as well as indirectly observable events (e.g.,
an increase in the user's cognitive load). These pre-conditions cause a user to
pursue a goal. We can use a directed acyclic graph to show causality between
the stimuli, goals, and actions. For example, Figure 1 shows three goals | auto
pilot landing, manual pilot landing, and reduce cognitive load. Pre-conditions in
this �gure are the roots of the tree and the actions (e.g., activate ILS) are the
leaves of the tree.

There are several advantages to representing users' intentions in a directed
acyclic graph, such as the following:

� Goal abstraction allows us to design and detect higher level goals, in pursuit
of lower level goals.

� Evidence can be easily and intuitively added and removed (in the form of pre-
and post-conditions) as a user interacts with system.

� Pre- and post-conditions for goals and actions are explicitly stated.
� Keyhole plan recognition1 is made easier by explicitly enumerating atomic

actions composing goals [1, 39].
� Natural language explanations of actions based on prediction of goals can be

easily generated.

Benyon and Murray use the term task or intentional level to describe the
component of a user model containing knowledge about the user's goals [7]. The
task level knowledge is used to infer what goals the user is pursuing. Benyon and

Murray state \failure to recognise the intentions underlying some user action
will result in less satisfactory interaction" as a result of failing to recognize the
pursuit of one goal versus another.

3.2 Architecture

Prediction of user intent is inherently uncertain. Knowledge representations that
can dynamically capture and model uncertainty in human-computer interaction
as well as the causal relationships between goals, environmental stimuli, and
actions as described above are needed to e�ectively model users.

1 Plan recognition is the task of ascribing intentions about plans to an agent (human or

software), based on observation of the agent's actions. With keyhole plan recognition,
the agent is unaware of or indi�erent to the plan recognition process.
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Fig. 1. A directed acyclic graph representation of a user model.

One knowledge representation well suited to representing uncertainty is a
Bayesian Network [30]. Bayesian Networks are a probabilistic knowledge repre-
sentation used to represent uncertain information. The directed acyclic graph
structure of the network contains representations of both the conditional de-
pendencies and independencies between elements of the problem domain. The
knowledge is represented by nodes called random variables (RVs) and arcs rep-
resenting the (causal) relationships between variables. The strengths of the re-
lationships are described using parameters encoded in conditional probability
tables. A Bayesian network is a mathematically correct and semantically sound
model for representing uncertainty, providing a means to show probabilistic re-
lationships between the RVs | in this case goals, actions, and stimuli.

Our Core Interface Agent Architecture (CIaA) is shown in Figure 2. The main
component of the architecture is our Bayesian network-based user model. The
network consists of three di�erent RV types | goal, action, and pre-condition.
Each action RV has an associated utility function used to determine the expected

utility of o�ering assistance to achieve the parent goal. The utility functions
and their relationship to ascribing user intent are discussed in the next section.
Pre-condition RVs are used to capture environmental events (e.g., psychological

factors).

For each observable event in the environment (e.g., button press, altitude
change, user is confused, etc.), the host application sends a message, via the
message passing interface2, to the interface agent. This observable is modeled
in the user model as either an action or pre-condition. The evaluator stores the
observed event in a observation history stack (i.e., most recent event is on top
of the history stack).

2 We use the knowledge query and manipulation language (KQML) [29] due to its
general acceptance in the agent community.



Fig. 2. The Core Interface Agent Architecture.

Periodically (currently once a second) or when new observations arrive from
the host application, the interface agent determines if the user needs assistance.
The determiniation is based on two factors: the expected utility of o�ering as-
sistance to acheive a goal and user de�ned assistance thresholds. The interface
agent performs Bayesian network belief updating on all of the goal random vari-
ables. All of the relevant observations in the history stack are used as evidence
in the Bayesian network. The interface agent then uses the updated probabilities
and the utility functions associated at the action RVs to calculate the expected
utility of each goal.

The two user de�ned thresholds, one for o�ering assistance and one to au-
tonomously perform actions on the user's behalf to obtain a user's goal, deter-
mine how/if the interface agent will o�er assistance. This approach is the same
as Maes [28], except she bases her thresholds on statistical probabilities and we
base ours on the expected utility function. The interface agent autonomously
performs the actions associated with the highest ranked goal (based on its ex-
pected utility) if the goal's expected utility is greater than the autonomy thresh-
old. Else, if the goal's expected utility is above the suggestion threshold, the
interface agent sends a request to the user to perform the goal's actions on the
user's behalf. Otherwise, the interface agent o�ers no assistance. Additionally,
the interface agent calculates the values of the requirement metrics to determine
if the interface agent needs to correct the user model to more accurately reect
the user's intent.

3.3 User Model Design

Our utility theory-based approach addresses the aforementioned de�ciencies of
statistical-based agents. As mentioned briey above, we determine the expected
utility of o�ering assistance for a goal, based not only on the probability of an



action as determined by performing belief updating of the Bayesian Network,
but on the utility of performing the action given the user is pursuing the goal.
Let G be a �nite collection of goals. For each goal G 2 G there will be a �nite
collection of actions AG for achieving that goal. Let � denote the set of appli-
cable discriminators that may also impact the utility (e.g., cognitive load, skill,
user preferences). Let E denote any observed evidence and � any background
information on the user. Given an action a 2 AG, let U (G; a;�) be a positive
real-valued utility function, denoting the utility of action a with respect to goal
G. Let Pr(ajE; �) denote the probability of action a given evidence E and �. Let
our expected utility function, EU (G;�), be de�ned as

EU (G;�) =
X

a2AG

Pr(ajE; �)U (G; a;�): (2)

The interface agent suggests the goal with the greatest expected utility taking
into account the user chosen assistance thresholds. Utility theory, using Bayesian
techniques for assessing the probabilities, is a non-ad hoc approach for predicting
user intent. The utility function U (G; a;�) can take into account relevancy of
the goal with respect to any number of metrics and/or discriminators in the
environment. These metrics tell us what is important, explicitly enumerating
those factors that impact the utility of choosing the goal. � may take into
account the psychological factors, such as the user's cognitive load or preferences;
system factors, such as processor load, explicit requirements placed on the system
by the designer (e.g., reaction time); or simply the goal at hand3.

We can use our utility function to determine what actions to take | the
ones with the highest expected utility, when to take them | when the expected
utility is above some chosen threshold, why to take an action | the action helps
the user achieve the goal they are pursuing, and how to take it | the action
itself. Key to this determination is realizing metrics that capture relevancy to
an action, given the current state of the world.

Constructing the Bayesian network user model and associated utility func-
tions is a di�cult research question. For environments where the user's goals and
actions are relatively static, we can use any number of well known knowledge

elicitation techniques [13]. An approach for determining the goals, actions, and
pre- and post-conditions within an environment for adaptive systems is one of-
fered by Benyon and Murray [7]. They point out �ve analysis phases that must
be considered when designing adaptive systems. The �rst two, functional and
data analysis, are analogous to the software engineering techniques of function-
oriented and state-oriented problem analysis [14]. Task knowledge analysis fo-
cuses on cognitive characteristics required of users by the system (e.g., cognitive
loading). User analysis determines the scope of the user population where the
system is able to respond. This analysis is concerned with obtaining attributes
of users of the application. Environmental analysis is, obviously, concerned with

3 The current implementation uses a user pro�le consisting of psychological factors
that include spatial and temporal memory, domain expertise, and perceptual acuity.



the environment within which the system is to be situated in, including physical
aspects of the system.

However, certain environments do not allow us to fully specify the user model
a priori. In these cases, we must realize that our user model must be dynamic.
We therefore look to research on dynamic Bayesian networks.

Some researchers take an expert systems approach, where the utility func-
tions are elicited from knowledge experts [21]; some preliminary results for de-
termining utility functions from users exist [15,17, 35]. However, typically, and

certainly in our case, the utility functions are very much determined by indi-
vidual users. We therefore desire to capture the user-speci�c utility functions.
However, because our user model is dynamic and therefore changes over time
(with the possibility of adding and removing goals, actions, pre-conditions), we
must be able to specify utility functions dynamically also. It should be obvious

we would prefer not to query the user for his/her utility of a particular action.

Therefore, we must determine heuristics for determining the utility functions
dynamically. Currently, we feel the user performs the most utilitarian actions

�rst to achieve a goal. Using this simplistic approach, for a given action a 2 AG,
we can proportionally rank U (G; a;�) based on the order in which the user
performs the various actions, normalizing the utility functions.

4 User Models in Practice

Many researchers have used restricted domains (e.g., interface agents for e-mail
and news readers) [27] as application domains for their interface agents. While
the interface agents used in these domains may be adequate, scalability of the
methodologies and techniques used to more complex domains is a problem. We
are concerned with integrating intelligent interface agents into complex and dy-
namic environments, thereby possibly revealing insights into interface agent re-
search not previously recognized with restricted domains.

Our own research in the �eld of intelligent interface agents is demonstrated
by our integration into an expert system shell called PESKI [18,19, 9], a virtual
spaceplane environment [37], and a natural language interface database query
system.

PESKI (Probabilities, Expert Systems, Knowledge, and Inference) is an inte-
grated probabilistic knowledge-based expert system shell. PESKI provides users
with knowledge acquisition [32], veri�cation and validation [33, 6], data min-
ing [36], and inference engine tools [34], each capable of operating in various
communication modes. For more information on PESKI, see the United States
Air Force Institute of Technology's Arti�cial Intelligence Laboratory web site4.
PESKI was used for our initial tests concerning implementation and usability of
our intelligent interface agent [3].

The Virtual SpacePlane (VSP) is a prototype of the Manned SpacePlane
(MSP), a spacecraft capable of supporting the United States Air Force's mission

4
http://www.afit.af.mil/Schools/EN/ENG/LABS/AI/



of providing worldwide deployment of space assets, with minimal preight and
in-orbit support from a mission control center. The goals of the VSP project are
to uncover, develop and validate the MSP's user interface requirements, develop
a prototype virtual spaceplane to demonstrate MSP missions, and to conduct
preliminary training experiments. The VSP environment is an accurate, high
�delity presentation of the ground, the Earth's surface as seen from orbit, and
the contents of the space environment. The architectural design of the VSP
allows for rapid prototyping of the cockpit's user interface and ight dynamics.

Our interface agent is currently being integrated into the VSP to support
VSP assistance such as real-time information visualization of real-time data and
automation of the landing sequence. Figure 3 shows the preliminary integration
of the interface agent within the VSP environment. Here, the interface agent has
suggested the user land at Edwards Air Force Base. The suggestion is based on

a number of observable environmental stimuli. If the user chooses to allow the
agent to achieve this goal (by clicking on the \ok" button in the agent panel),
the agent performs the necessary actions to land the spaceplane.

The Clavin System5 project is a natural language interface database query
system. Our CIaA is responsible for adding context to the spoken queries. For
example, if the user asks \Which missile hit the plane" the system returns infor-
mation about F-16s and F-22s and Stinger missiles; then the user's next query
asks \What is the cost of these planes", the interface agent determines the user is
requesting information speci�cally about F-16s and F-22s. The use of the inter-
face agent in this system is di�erent from the other two systems in that the user
does not perform explicit actions per se in the environment that are observable.
However, the robustness of our architecture and knowledge representation allow
us to model the spoken queries from the user as well as the return answers to
the database queries to e�ectively help the user.

5 Related Work

Several authors have investigated the use of probabilistic approaches, including
Bayesian networks, for plan recognition and generation.

Kirman, et al. investigate the use of a Bayesian network of the world | in
the authors' case, a simple room with a mobile robot and a target to be found

| and a utility measure on world states to generate plans (sequences of actions)
with high expected utility [26]. The number of plans investigated are restricted
to those with high utility with respects to attaining a goal. In the authors' work,
the goals are known with certainty and the plans to achieve the goals must be
found. They show that by using decision-theoretic methods, they can drastically
reduce the number of plans that must be investigated.

Waern uses keyhole plan recognition to determine what a user is doing within
a route guidance domain and Internet news reader [39]. She uses pre-compiled

5 The system is named after Cli� Clavin from the T.V. show Cheers. Cli� Clavin was
known for being a know-it-all.



Fig. 3. The Virtual SpacePlane with an Interface Agent.

plans, called recipes. Assistance is o�ered for attaining a goal based on the prob-
ability the user is pursuing the goal. Her approach does not address the utility
of o�ering assistance. She only considers the probability that o�ering to per-
form an action will help the user obtain a goal. Furthermore, her approach is
not dynamic; that is, there is no adaptation of the pre-compiled plans. Lastly,
there is no way to trace the user's execution of a plan nor o�er explanations of
assistance.

Conati, et al. present a system, ANDES, for long-term knowledge-assessment,
plan recognition, and prediction of students' action during physics problem solv-
ing [12]. ANDES uses Bayesian networks constructed dynamically from static
knowledge bases of speci�c physics problems as well as physics concepts, laws,
formulas, etc. The plan recognition component is used to tailor support for the
students when they reach impasses in their problem solving process. Their ap-
proach uses explicitly stated goal and problem solving strategy nodes to model
the user's problem solving, but does not use a utility-based approach. The au-
thors note they are researching methods to expand the �xed knowledge based
used to construct the Bayesian networks; in particular, they are adding knowl-
edge to determine common \misconceptions" within the domain and changing
the static parameters.



The Pilot's Associate Program was a research e�ort using plan recognition
within a real-time domain to determine goals from actions [4]. The Pilot's As-
sociate was a software agent providing assistance | in the form of wanted and
needed information at the correct time| to a combat pilot. They used AND/OR
plan-and-goal trees with an associated \dictionary form" for explanations of
plans a user was pursuing, and o�ered assistance to help the pilot. The graph's
hierarchical structure produces a common planning language for use among het-
erogeneous modules. One of the main problems with their approach was due
to the technology available at the time for representing and reasoning about
uncertainty. Their approach did not account for the uncertainty nor utility in
obtaining goals by performing actions. As stated in the authors' conclusions,
Pilot's Associate pushed the envelope in uncertainty knowledge representation
and reasoning techniques.

The intelligent multimedia presentation systems (IMMPS) project [25]
presents an approach to determine, within its domain, the what, when, why,
and how, to adapt the system's presentation. Central to their approach is an ex-
plicit decomposition of the adaptation process into adaptivity constituents (the
\what"), determinants (the \when"), goals (the \why"), and rules (the \how").
They use a decision-theoretic approach to determine what adaptation is best for
the current user context (e.g., the user is confused). Their approach does not
address agent-based environments since the project is mainly concerned with
information presentation and not with processing information from the user.
However, their approach appears to be extensible to an agent-based paradigm.
There is no way of determining whether a particular method of adaptation, the
\how", is feasible within their approach, nor its impact. We believe this places
an unnecessary burden on the application designer to account for this and/or
limits the allowable adaptations.

6 Issues, Future Research, and Conclusions

In this paper, we described our utility theory-based user model for interface
agents. Our approach explicitly models user intent by identifying the goals a
user is trying to achieve, with the associated actions to achieve those goals, as
well as the pre-conditions that cause a user to pursue the goals. The use of
utility theory allows our interface agent to not only reason about the statistical
probability that a user is pursuing a goal, but the utility of o�ering assistance to
achieve that goal. Our utility function can use any relevant factor to calculate
the utility of o�ering assistance for a user's goal and we can use our utility
function to determine what actions to take, when to take them, why to take an
action, and how to take it. The underlying knowledge representation, a Bayesian
Network, is capable of representing uncertainty and is dynamic. That is, we can
correct the user model over time.

Future e�orts propose to provide tools to developers for constructing inter-
face agent user models. Current agent development environments focus on the
collaboration and autonomy requirements of an agent (more the former than the



latter), while ignoring the adaptivity and robustness requirements. We propose
to address these issues explicitly within our development environment, while ad-
ditionally concentrating on environment speci�cation and agent knowledge base
and reasoning mechanisms.
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